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(57) ABSTRACT

In a first aspect, a first method of synchronizing a plurality of
processors of a system is provided. The first method includes
the steps of (1) modifying a peripheral component intercon-
nect express (PCle) protocol to include a completion status
encode associated with a synchronization command that indi-
cates whether a condition of the synchronization command is
met; (2) providing a system including (a) a memory; (b) a first
processor coupled to the memory; (¢) a second processor; and
(d) an interconnect coupling the second processor to the first
processor and the memory; and (3) employing the modified
PCle protocol on the interconnect. Numerous other aspects
are provided.

21 Claims, 2 Drawing Sheets
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SYNCHRONIZING A PLURALITY OF
PROCESSORS

FIELD OF THE INVENTION

The present invention relates generally to computer sys-
tems and more particularly to methods and apparatus for
synchronizing a plurality of processors.

BACKGROUND

A conventional computer system may include an input/
output (I/O) device coupled to a main processor and a
memory via a peripheral component interconnect express
(PCle) interconnect. Such a computer system may include
accelerator logic coupled to the PCle interconnect. The accel-
erator logic may include or be a special processor adapted to
perform one or more specific functions. However, the PCle
interconnect in a conventional system may only be adapted to
process read and/or write commands (e.g., from the accelera-
tor logic). To wit, the PCle is not adapted to process more
complex commands, such as read-modify-write commands
which may be employed, for example, to synchronize the
accelerator logic and main processor so the accelerator logic
and main processor may efficiently execute different func-
tions of a program. Accordingly, improved methods and
apparatus for employing a PCle interconnect are desired.

SUMMARY OF THE INVENTION

In a first aspect of the invention, a first method of synchro-
nizing a plurality of processors of a system is provided. The
first method includes the steps of (1) modifying a peripheral
component interconnect express (PCle) protocol to include a
completion status encode associated with a synchronization
command that indicates whether a condition of the synchro-
nization command is met; (2) providing a system including
(a) amemory; (b) a first processor coupled to the memory; (¢)
a second processor; and (d) an interconnect coupling the
second processor to the first processor and the memory; and
(3) employing the modified PCle protocol on the intercon-
nect.

In a second aspect of the invention, a first apparatus for
synchronizing a plurality of processors of a system is pro-
vided. The first apparatus includes (1) an interconnect
adapted to couple to a first processor and a memory; (2) a
second processor coupled to the interconnect. The intercon-
nect employs a modified version of a peripheral component
interconnect express (PCle) protocol that includes a comple-
tion status encode associated with a synchronization com-
mand indicating whether a condition of the synchronization
command is met.

In athird aspect of the invention, a first system for synchro-
nizing a plurality of processors is provided. The first system
includes (1) a memory; (2) a first processor coupled to the
memory; (3) a second processor; and (4) an interconnect
coupling the second processor to the first processor and the
memory. The interconnect employs a modified version of a
peripheral component interconnect express (PCle) protocol
that includes a completion status encode associated with a
synchronization command indicating whether a condition of
the synchronization command is met. Numerous other
aspects are provided, as are systems and apparatus in accor-
dance with these other aspects of the invention.

Other features and aspects of the present invention will
become more fully apparent from the following detailed
description, the appended claims and the accompanying
drawings.
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2
BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of a system for synchronizing a
plurality of processors in accordance with an embodiment of
the present invention.

FIG. 2 illustrates a method of synchronizing a plurality of
processors in accordance with an embodiment of the present
invention.

DETAILED DESCRIPTION

The present invention provides improved methods and
apparatus for employing a PCle interconnect. More specifi-
cally, the present invention may modify the PCle protocol
such that an interconnect employing such a protocol may
process (in part) a read-modify-write command. For
example, the present invention may modify the PCle protocol
to include a new transaction type corresponding to the read-
modify-write command so an interconnect employing the
protocol may recognize that type of command. Further, the
present methods and apparatus may introduce a new comple-
tion status encode that indicates whether a condition is met
when processing the read-modify-write command. For
example, for a compare-and-swap command, the completion
status encode may indicate whether the first and second oper-
ands are equal. For a test-and-set command, the completion
status encode may indicate whether a first value has a first or
second state.

Further, the present invention may include I/O bridge logic
adapted to read data from the memory, modify the read data,
and write the modified data to the memory while processing
the read-modify-write command. In this manner, the data
read from the memory may not be transmitted to the PCle
interconnect and/or the accelerator logic. Thus, the accelera-
tor logic is not burdened with such processing. However,
while processing a read-modify-write command, the comple-
tion status encode may be transmitted to the PCle intercon-
nect. The accelerator logic may be adapted to detect and
employ the completion status encode to quickly determine
whether the synchronization command was successful. In
this manner, the present invention may provide improved
methods and apparatus for employing a PCle interconnect.
More specifically, the present invention may provide syn-
chronization of processors in a system (e.g., a main processor
and accelerator logic coupled to a PCle interconnect) without
requiring data read from a memory to be transmitted to the
PCle interconnect and/or accelerator logic.

Examples of read-modify-write commands include a com-
pare-and-swap command and a test-and-set command. Dur-
ing a compare-and-swap command, a first operand, which
may be a register address, may be compared to a second
operand, which may be a memory location. If the first and
second operands are equal, a third operand may be written to
the memory location indicated by the second operand. Alter-
natively, if the first and second operands are not equal, the
value stored in the memory location indicated by the second
operand may be written to the register address indicated by
the first operand. In a test-and-set command, a state of a first
value may be tested, and a state of a second value may be set
based on the result of the test.

FIG. 1 is a block diagram of a system for efficiently
employing a PCle interconnect in accordance with an
embodiment of the present invention. With reference to FIG.
1, the system 100 may be a computer or similar device. The
system 100 may include a first processor 102, such as a main
processor, coupled to a memory 104 via a first interconnect
106, such as a master interconnect. The first processor 102
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may be adapted to execute code 107, read data from and/or
write data to the memory 104 via the master interconnect 106.
The system 100 may include command processing logic 108
coupled to the master interconnect 106. The command pro-
cessing logic 108 may be an input/output (I/O) bridge or
another suitable device. Additionally, the system 100 may
include a second processor 110 coupled to command process-
ing logic 108 via a second interconnect 112. The second
processor 110 may be accelerator logic adapted to perform
(e.g., efficiently) one or more specific functions (e.g., encryp-
tion). For example, the second processor 110 may be adapted
to issue a command on the interconnect associated with the
one or more specific functions. The command processing
logic 108 may detect such command on the second intercon-
nect 112, and in response, may perform a large part of the
processing associated with the command. Therefore, the
command processing logic 108 may serve as an agent for the
second processor 110. In some embodiments, the system 100
may include one or more I/O devices (only one shown) 114,
such as a disk drive coupled to the second interconnect 112.

In a system 100 that includes a plurality of processors 102,
110, the processors 102, 110 may perform better if the pro-
cessors 102, 110 are synchronized. Synchronization may
include awareness by each processor 102, 110 of functions
performed by one or more remaining processors 102, 110 of
the system 100. Such coordination may enable the processors
102, 110 to efficiently perform their respective functions of
one or more applications executed by the system 100. For
example, synchronization may enable the plurality of proces-
sors 102, 110 to efficiently access shared data. An atomic
(e.g., indivisible) combined command to read data from the
memory, modify the read data and write the modified data to
the memory (e.g., a read-modify-write command) may be
employed to synchronize the processors 102, 110. However,
a conventional interconnect protocol (e.g., peripheral compo-
nent interconnect express (PCle)) only supports accelerator
logic that only performs read or write commands and does not
support logic that performs such a synchronization com-
mand. Consequently, processors in a system employing such
a conventional interconnect protocol may not be synchro-
nized, and therefore, may not be efficient.

Thus, the second interconnect 112 of the system 100 may
be adapted to employ a modified version of the PCle protocol.
The modified PCle protocol may include and/or recognize a
new transaction type corresponding to the synchronization
command. Further, the modified version of the PCle protocol
may include a new completion status encode associated with
a synchronization command that indicates whether a condi-
tion (described below) of the synchronization command is
met. During operation, the second processor 110, which may
be connected to the second interconnect 112, may issue a
synchronization command on the second interconnect 112.
The synchronization command may include one or more
steps to determine whether a condition is met. For example,
the synchronization command may include one or more steps
in which two operands are compared to determine whether
the operands are equal. Based on the comparison, a subse-
quent action may be performed. Alternatively or additionally,
the synchronization command may include one or more steps
in which a state of a first value (e.g., one or more bits) is
determined, and a second value may be set based on the state
of the first value. The above-described conditions are exem-
plary, and therefore, the synchronization command may
include one or more steps in which a different condition is
determined. The command processing logic 108, which is
coupled to the second interconnect 112, may be adapted to
detect the synchronization command on the second intercon-
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nect 112. Further, based on the synchronization command,
the command processing logic 108 may be adapted to per-
form the processing associated with the synchronization
command on the second interconnect 112. For example, the
command processing logic 108 may read data from the
memory 104, modity the read data, and write the modified
data back to the memory 104. Because the command process-
ing logic 108 performs the processing, the command process-
ing logic 108 may not transmit the data read from the memory
104 to the second processor 110. Because such data is not
transmitted from the memory 104 to the second processor
110, the system 100 may process the command more effi-
ciently. However, when the command processing logic 108
completes processing the synchronization command, the
command processing logic 108 may transmit a status of the
command back to the second interconnect 112. The status
may be a command completion encode that indicates, for
example, whether the command completed successfully.
More specifically, a first command completion encode may
indicate the synchronization command completed success-
fully without meeting the condition tested for. Alternatively, a
second command completion encode may indicate the syn-
chronization command completed successfully and the con-
dition was met. For example, the first command completion
encode may be “000b”, and the second command completion
encode may be “110b”(although a different encode may be
employed for the first and/or second encode). Further, a larger
number of encodes may be employed to indicate different
command completion statuses, respectively. For example,
another encode may be employed to indicate a request is
unsupported.

The second processor 110 may detect such status on the
second interconnect 112. Subsequent processing of one or
more commands may be based on the command status from
the command processing logic 108. For example, the second
processor 110 may include logic 116 adapted to store data,
such as a condition register. The second processor 110 may
store a first value in such logic 116 while the synchronization
command is pending. However, when the synchronization
command completes, the logic 116 may store a second value
(e.g., based on the first or second command completion
encode). By accessing the data in the storage logic 116, the
second processor (e.g., software 118 executed thereby) may
quickly determine whether the synchronization command
completed successfully and/or whether the condition tested
for during one or more steps of the synchronization command
is met.

Thus, the modified PCle protocol employed by the second
interconnect 112 may enable a processor, such as accelerator
logic, coupled and/or connected to the second interconnect
112 to perform a synchronization command, which enables a
plurality of processors included in the system 100 to effi-
ciently execute respective functions. The system 100 may
efficiently process the synchronization command. More spe-
cifically, although the second processor 110 issues the syn-
chronization command, much of the processing associated
with the synchronization command may be performed by the
command processing logic 108. Therefore, an amount of data
transmitted to the second processor 110 as part of the syn-
chronization command may be reduced. For example, data
read from the memory as part of the synchronization com-
mand may not be transmitted to the second processor 110.

FIG. 2 illustrates a method 200 of synchronizing a plurality
of processors in accordance with an embodiment of the
present invention. With reference to FIG. 2, in step 202, the
method 200 begins. In step 204, a peripheral component
interconnect express (PCle) protocol may be modified to
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include a new completion status encode associated with a
synchronization command that indicates whether a condition
of the synchronization command is met. For example, an
existing PCle protocol may be modified to include a transac-
tion type corresponding to the synchronization command,
which may be an indivisible read-write-modify command
(although the synchronization command may be a different
type of command). Because such a command is indivisible, if
two processors are performing a compare-and-swap com-
mand requiring access to the same second operand which
indicates a memory location, the read, compare and write step
performed by one processor may all effectively complete
before any of the read, compare and write steps are started for
the other processors. Such a transaction type may enable an
interconnect 112 employing the modified PCle protocol to
recognize a synchronization command. Additionally or alter-
natively, the existing interconnect protocol may be modified
to include one or more command completion encodes each of
which indicates whether a command completed successfully
and whether a condition tested for during one or more steps of
the synchronization command is met. More specifically, a
first command completion encode may indicate a synchroni-
zation command completed successfully without meeting the
condition tested for. Similarly a second command completion
encode may indicate a synchronization command completed
successfully and the condition tested for was met. However,
the PCle protocol may be modified to include a larger or
smaller number of command completion encodes.

In step 206, a system 100 including a memory 104, a first
processor 102 coupled to the memory 104, a second processor
110, and an interconnect 112 coupling the second processor
110 to the first processor 102 and to the memory 104 may be
provided. The system 100 may also include one or more I/O
devices 114 (only one shown) coupled to the second inter-
connect 112 through which the processors 102, 110 may
access the 1/O devices 114. The first processor 102 may be
coupled to the memory 104 via a first interconnect 106, such
as a master interconnect. The first processor 102 may be a
main processor adapted to execute code, read data from and/
or write data to the memory 104. Further, the system 100 may
include command processing logic 108 coupled to the first
and second interconnects 106, 112. The command processing
logic 108 may serve as an 1/O bridge through which the one or
more [/O devices 114 may be accessed. The second processor
110 may be accelerator logic, which may be adapted to
improve the overall efficiency with which the processors 102,
110 execute commands. For example, the second processor
110 may be adapted to perform one or more specific func-
tions. By performing such specific functions, the second pro-
cessor 110 may remove some of the processing burden from
the first processor 102. Additionally, the second processor
110 may be adapted to issue a command to synchronize the
plurality of processors included in the system 100. Exemplary
synchronization commands are described below. The com-
mand processing logic 108 may be adapted to detect a syn-
chronization command issued on the second interconnect
112, perform processing associated with the synchronization
command, and transmit data indicating a command comple-
tion status on the second interconnect 112. The second pro-
cessor 110 may include logic 116 adapted to store data based
on such command completion status. Because the command
processing logic 108 performs much of the processing asso-
ciated with the synchronization command, the system 100
may execute the command more efficiently than if the second
processor 110 performed the processing associated with the
synchronization command.
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In step 208, the modified PCle protocol may be employed
on the second interconnect 112. Because the modified PCle
protocol includes a transaction type corresponding to the
synchronization command, the second interconnect 112 may
recognize a synchronization command. Therefore, a proces-
sor 110, such as accelerator logic, coupled and/or connected
to the second interconnect 112 may issue a synchronization
command that may make each processor 102, 110 of the
system 100 aware of functions performed by one or more
remaining processors 102, 110 of the system 100. Such coor-
dination may enable the processors 102, 110 to efficiently
perform their respective functions corresponding to one or
more applications executed by the system 100. For example,
the synchronization command may enable processors 102,
110 of the system 100 to process commands requiring access
to shared memory more efficiently.

As described above, the synchronization command may be
an indivisible command to read data from a memory location,
modify the read data, and write the modified data to the same
memory location. Assume the synchronization command is a
compare-and-exchange or compare-and-swap command.
During operation, the second processor 110 may issue such a
command to synchronize a plurality of processors 102, 110 of
the system 100. Thus, the accelerator logic may perform the
synchronization transaction at the PCle interconnect level.
For example, the second processor 110 may issue a first and
second operand to the command processing logic 108 via the
second interconnect 112. The first operand may be an address
of a register included in the system 100 and the second oper-
and may be data to be stored. Thus, the transaction may look
like a write command because data consisting of a first and
second operand may be passed via the second interconnect
112 to the command processing logic 108 (which may be in
the main processor domain).

During the compare-and-exchange command, the first
operand may be compared to a third operand, which may be
an address or location in the memory 104. If the first and third
operands are equal, the second operand may be written to the
memory location indicated by the third operand. Alterna-
tively, if the first and third operands are not equal, data stored
in the memory location indicated by the third operand may be
written to the register address indicated by the first operand.
During the compare-and-exchange command, the command
processing logic 108 may read data (e.g., from the memory
104), modify the read data and/or conditionally write the
modified data. Thus, the agent of the second processor 110
does the atomic read, comparison and write, if operands are
equal. The read data may not be transmitted to the second
interconnect 110. Thus, the present invention may avoid the
need to return an operand (e.g., the first operand) to the second
interconnect 112. However, upon execution of the compare-
and-exchange command, the command processing logic 108
may inform the second processor 110 of the status of the
command via the second interconnect 112. Thus, the agent
passes back status to the second processor 110 indicating
(among other things) the result of the comparison, and there-
fore, whether the second operand is written to the third oper-
and. For example, the command processing logic 108 may
transmit a command completion encode which serves to indi-
cate the status of the command. If the command processing
logic 108 successtully completes the command and deter-
mines the first and third operands are equal while executing
the command, the command processing logic 108 may trans-
mit a first command completion encode (e.g., “000b”) indi-
cating such. Alternatively, if the command processing logic
108 successfully completes the command and determines the
first and third operands are not equal while executing the



US 7,552,269 B2

7

command, the command processing logic 108 may transmit a
second command completion encode (e.g., “110b”) indicat-
ing such.

As long as software executed by the main processor 102
(e.g., CPU) does not depend on the data stored in the third
operand being written to the first operand when the operands
are unequal, software 103 executed by the main processor 102
and software 118 executed by the second processor 110 may
have essentially the same synchronization primitive (e.g.,
instructions). Although this primitive may be a subset of the
original compare-and-swap command, the instruction may
still be a useful and fast mechanism.

The present invention may provide such a synchronization
command using a greatly simplified PCle implementation
(e.g., with minimal modifications to a conventional PCle
protocol). Such synchronization operation may be similar to
a non-posted write command (e.g., a command in which a
status is returned to the processor that issued the command).
Therefore, existing PCle protocol ordering rules and flow
control may apply. Further, the modified PCle protocol may
be supported by existing interconnects. More specifically, the
modified PCle protocol may be employed by an interconnect
without requiring modification to PCle switches.

The second processor 110 may process subsequent com-
mands based on the command status provided by the com-
mand processing logic 108. For example, in some embodi-
ments, the second processor 110 may store a value based on
the command status (e.g., a converted version thereof) in
storage logic 116 coupled thereto and/or included therein.
Until such a value based on a command status indicating
successful completion of the synchronization command is
written or returned to the logic 116, the logic 116 may be
empty, and the second processor 110 may stall (e.g., via
interlock mechanisms included therein) issuance, and there-
fore, execution of subsequent commands on the second inter-
connect 112. The second processor 110 (e.g., software
executed thereby) may read data stored in the logic 116 to
determine the result of the PCle synchronization transaction.
Alternatively, in other embodiments, the second processor
110 may store a temporary value indicating that the status of
the synchronization command is “in progress” while the sys-
tem 100 processes the command. When the command com-
pletes, a value indicating such completion may be stored in
the logic 116. In this manner, the second processor 110 (e.g.,
software executed thereby) may poll the logic 116 to deter-
mine a status of a synchronization command. Issuance of
commands from other processors 102, 112 in the system 100
may be based on the synchronization command completion
status provided by the command processing logic 108. For
example, the first processor 102 may delay a command that
may require access to the same memory location as the syn-
chronization command until the command processing logic
108 provides a synchronization command completion status
that indicates the synchronization command completed suc-
cessfully.

As a further example, assume the synchronization com-
mand is a test-and-set command. During operation, the sec-
ond processor 110 may issue such a command to synchronize
a plurality of processors 102, 110 of the system 100. For
example, the second processor 110 may issue a command to
test a state of data stored in a memory location. In response,
the command processing logic 108 may read the data from a
memory location. If the data is of a first state, e.g. the most
significant bit is equal to 0, the command processing logic
108 may update such data so it is of a desired state, e.g. set the
byte to all ones, and write the updated data back to the
memory 104. Alternatively, if the data read from a memory
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location is not of the first state, the command processing logic
108 may not update the data stored in the memory location.
During the test-and-set command, the data read from the
memory location may not be transmitted to the second inter-
connect 112. However, upon execution of the test-and-set
command, the command processing logic 108 may inform the
second processor 110 of the status of the command via the
second interconnect 112. For example, the command pro-
cessing logic 108 may transmit a command completion
encode which serves to indicate the status of the command. If
the command processing logic 108 successfully completes
the command and determines the data read from the memory
location is of a first state while executing the command, the
command processing logic 108 may transmit a first command
completion encode (e.g., “000b”) indicating such (e.g., to the
second interconnect 112). Alternatively, if the command pro-
cessing logic 108 successfully completes the command and
determines the data stored in the memory location is not of a
first state while executing the command, the command pro-
cessing logic 108 may transmit a second command comple-
tion encode (e.g., “110b”) indicating such. As described
above, issuance of a subsequent command from one or more
of the processors 102, 110 may be based on the command
completion status provided by the command processing logic
108.

Although system processing of two exemplary commands
is described above, the system 100 may be adapted to process
different types of commands, such as an atomic add (e.g.,
in-memory add) command, atomic increment command, or
the like, in a similar manner. During an atomic add, data may
be read from a memory location, the data may be modified by
adding a value to such data, and the modified data may be
written to the memory location. Such steps are combined and
indivisible. For example, when the second processor 110
issues an atomic add command on the second interconnect
112, the command processing logic 108 may read the data
from memory, modify the data and write the data to the
memory as described above. Further, upon completion of the
command, the command processing logic 108 may transmit a
command completion encode to the second interconnect 112
which indicates a command completion status of the atomic
add command. Issuance of a subsequent command from one
or more of the processors 102, 110 may be based on the
command completion status provided by the command pro-
cessing logic 108.

During an atomic increment command, data may be read
from a memory location, the data may be modified by adding
a unit (e.g., a logic “1”) to such data, and the modified data
may be written to the memory location. Such steps are com-
bined and indivisible. For example, when the second proces-
sor 110 issues an atomic increment command on the second
interconnect 112, the command processing logic 108 may
read the data from the memory location, modify the data and
write the data to the memory location as described above.
Further, upon completion of the atomic increment command,
the command processing logic 108 may transmit a command
completion encode to the second interconnect 112 which
indicates a command completion status of the atomic incre-
ment command. Issuance of a subsequent command from one
or more of the processors 102, 110 may be based on the
command completion status provided by the command pro-
cessing logic 108.

Thereafter, step 210 may be performed. In step 210, the
method 200 ends. Through use of the method 200, a processor
110 coupled to an interconnect 112 employing a PCle proto-
col (e.g., a modified version thereof) may issue a synchroni-
zation command. As described above, the synchronization
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command may improve an overall efficiency of the plurality
of processors 102, 110 of the system 110 by making each
processor 102, 110 aware of functions performed by one or
more remaining processors 102, 110 of the system 100. Thus,
the present invention may enable accelerator logic connected
to the second interconnect 112 employing the modified PCle
protocol to issue a synchronization command. The system
100 may enable such functionality by making a small amount
of changes to existing PCle protocol. As described above,
existing PCle may be modified to include and/or recognize a
synchronization mechanism for processors, such as accelera-
tors. Thus, the present methods and apparatus may enable one
or more platform accelerators to be plugged into the PCI
fabric (e.g., coupled to an interconnect employing the modi-
fied PCle protocol). A conventional PCI protocol may only
support read and write operations from a processor coupled
thereto. However, such conventional PCI protocol does not
support a synchronization command from a processor
coupled thereto. In contrast, the present invention provides a
modified version of the PCle protocol that supports (e.g.,
enables) functions required by a synchronization command
(e.g., a read-modify-write command). As described above,
the modified PCle protocol includes a new transaction type to
recognize a synchronization command. Further, the modified
PCle protocol may include one or more new completion
status encodes. Command processing logic 108 (e.g., accel-
erator agent) may perform processing associated with the
synchronization command (e.g., an atomic read-modify-
write operation). Thus, only a completion status encode may
be transmitted from the command processing logic 108 to the
second interconnect 112. In this manner, the second intercon-
nect 112 may avoid supporting a combined read-write com-
mand. As described above, a synchronization command may
enable processors (e.g., accelerator logic) included in a sys-
tem to perform better.

Because an interconnect employing conventional PCle
protocol is a non-coherent interconnect, synchronization
instructions or techniques that enable processors (e.g., having
architectures that support multiprocessors) to access shared
data in a cooperative way such as locking algorithnis, sema-
phores and/or the like mechanisms may not be employed by
processors coupled to the second interconnect 112. Further,
PCle may support a producer-consumer protocol for proces-
sors and I/O devices to sequentially use shared data. However,
such support is meant for or provides more coarsely-grained
cooperation. To allow more efficient cooperation on compu-
tations at a finer-grained basis, a more efficient synchroniza-
tion mechanism is needed. Thus, by modifying a conven-
tional PCle protocol as described above, the present methods
and apparatus may provide a synchronization method for one
ormore processors coupled to the interconnect employing the
modified PCle protocol. Further, the extension to the PCle
protocol provided by the present methods and apparatus may
be compatible with existing processor instruction sets. There-
fore, a central processor unit (CPU) using such an instruction
and accelerator logic coupled to an interconnect employing
the modified PCle protocol may synchronize their use of
shared memory locations. The minimal extension to the PCle
protocol provided by the present invention may enable a
processor coupled to an interconnect employing the modified
PCle protocol to issue commands available to existing pro-
cessor architectures (e.g., to processors coupled to an inter-
connect employing an existing interconnect protocol). Such
commands may include a compare-and-exchange instruc-
tion, a test-and-set instruction, an atomic add instruction, an
atomic increment instruction and/or the like. Such commands
may also include more primitive capabilities.
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Further, as described above, the accelerator logic may
improve efficiency with which one or more special functions
(e.g., encryption) may be performed by the system 100. By
performing much of the processing associated with a syn-
chronization command issued by the second processor 110,
the command processing logic 108 may reduce the process-
ing burden on the second processor 110. For example, the
command processing logic 108 may perform a data read,
modification and/or write associated with the synchroniza-
tion command. The command processing logic 108 may per-
form such operations without transmitting data (e.g., data
read from memory 104) to the second interconnect 112. Thus,
the system 100 may be adapted to efficiently process a syn-
chronization command.

The foregoing description discloses only exemplary
embodiments of the invention. Modifications of the above
disclosed apparatus and methods which fall within the scope
of'the invention will be readily apparent to those of ordinary
skill in the art. For instance, synchronization of a main pro-
cessor and accelerator logic coupled to an interconnect 112
employing a modified version of the PCle protocol is
described above. However, the present methods and appara-
tus may include synchronization of a plurality of accelerator
logic coupled to the interconnect 112.

Accordingly, while the present invention has been dis-
closed in connection with exemplary embodiments thereof, it
should be understood that other embodiments may fall within
the spirit and scope of the invention, as defined by the follow-
ing claims.

The invention claimed is:

1. A method of synchronizing a plurality of processors of a
system, comprising:

modifying a peripheral component interconnect express

(PCle) protocol to include a completion status encode
associated with a synchronization command that indi-
cates whether a condition of the synchronization com-
mand is met;

providing a system including:

a memory;

a first processor coupled to the memory;

a second processor; and

an interconnect coupling the second processor to the first
processor and the memory; and

employing the modified PCle protocol on the interconnect.

2. The method of claim 1 further comprising employing the
second processor to perform the synchronization command.

3. The method of claim 2 wherein:

the system further includes command processing logic

coupled to the memory and the interconnect; and

employing the second processor to perform the synchroni-

zation command includes:

issuing the synchronization command on the intercon-
nect;

based on the synchronization command, employing the
command processing logic to read data from the
memory, modify the read data, and write the modified
data to the memory; and

receiving a first completion status encode in the second
processor.

4. The method of claim 3 further comprising processing a
command subsequent to the synchronization command based
on the first completion status encode.

5. The method of claim 3 wherein the data read from the
memory by the command processing logic is not transmitted
to the second processor.

6. The method of claim 1 wherein the synchronization
command is an indivisible combined command to read data
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from the memory, modify the read data, and write the modi-
fied data to the memory such that between the read and write
no other processor may access a same memory location with
an equivalent indivisible command or may write the same
memory location.

7. The method of claim 1 further comprising modifying the
PCle protocol to include a transaction type corresponding to
the synchronization command.

8. An apparatus for synchronizing a plurality of processors
of a system, comprising:

an interconnect adapted to couple to a first processor and a

memory;

a second processor coupled to the interconnect;

wherein the interconnect employs a modified version of a

peripheral component interconnect express (PCle) pro-
tocol that includes a completion status encode associ-
ated with a synchronization command indicating
whether a condition of the synchronization command is
met.

9. The apparatus of claim 8 wherein the second processor is
adapted to perform the synchronization command.

10. The apparatus of claim 9 further comprising command
processing logic coupled to the memory and the interconnect;

wherein the apparatus is adapted to:

issue the synchronization command from the second
processor on the interconnect;

based on the synchronization command, employ the
command processing logic to read data from the
memory, modify the read data, and write the modified
data to the memory; and

receive a first completion status encode in the second
processor.

11. The apparatus of claim 10 wherein the apparatus is
further adapted to process a command subsequent to the
synchronization command based on the first completion sta-
tus encode.

12. The apparatus of claim 10 wherein the data read from
the memory by the command processing logic is not trans-
mitted to the second processor.

13. The apparatus of claim 8 wherein the synchronization
command is an indivisible combined command to read data
from the memory, modify the read data, and write the modi-
fied data to the memory such that between the read and write
no other processor may access a same memory location with
an equivalent indivisible command or may write the same
memory location.
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14. The apparatus of claim 8 wherein the modified version
of the PCle protocol further includes a transaction type cor-
responding to the synchronization command.

15. A system for synchronizing a plurality of processors of
a system, comprising:

a memory;

a first processor coupled to the memory;

a second processor; and

an interconnect coupling the second processor to the first

processor and the memory;

wherein the interconnect employs a modified version of a

peripheral component interconnect express (PCle) pro-
tocol that includes a completion status encode associ-
ated with a synchronization command indicating
whether a condition of the synchronization command is
met.

16. The system of claim 15 wherein the second processor is
adapted to perform the synchronization command.

17. The system of claim 16 further comprising command
processing logic coupled to the memory and the interconnect;

wherein the system is adapted to:

issue the synchronization command from the second
processor on the interconnect;

based on the synchronization command, employ the
command processing logic to read data from the
memory, modify the read data, and write the modified
data to the memory; and

receive a first completion status encode in the second
processor.

18. The system of claim 17 wherein the system is further
adapted to process a command subsequent to the synchroni-
zation command based on the first completion status encode.

19. The system of claim 17 wherein the data read from the
memory by the command processing logic is not transmitted
to the second processor.

20. The system of claim 15 wherein the synchronization
command is an indivisible combined command to read data
from the memory, modify the read data and write the modified
data to the memory such that between the read and write no
other processor may access a same memory location with an
equivalent indivisible command or may write the same
memory location.

21. The system of claim 15 wherein the modified version of
the PCle protocol further includes a transaction type corre-
sponding to the synchronization command.
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